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To kill a running job, or remove a queued job from the queue, use `scancel`:

```
$ scancel jobid
```

To cancel ALL of your jobs:

```
$ scancel -u NetID
```